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Introduction: Artificial intelligence (AI) technologies are increasingly applied to

empower clinical decision support systems (CDSS), providing patient-specific

recommendations to improve clinical work. Equally important to technical

advancement is human, social, and contextual factors that impact the successful

implementation and user adoption of AI-empowered CDSS (AI-CDSS). With the

growing interest in human-centered design and evaluation of such tools, it is

critical to synthesize the knowledge and experiences reported in prior work and

shed light on future work.

Methods: Following the Preferred Reporting Items for Systematic Reviews and

Meta-Analyses (PRISMA) guidelines, we conducted a systematic review to gain

an in-depth understanding of how AI-empowered CDSS was used, designed,

and evaluated, and how clinician users perceived such systems. We performed

literature search in five databases for articles published between the years 2011

and 2022. A total of 19874 articles were retrieved and screened, with 20 articles

included for in-depth analysis.

Results: The reviewed studies assessed di�erent aspects of AI-CDSS, including

e�ectiveness (e.g., improved patient evaluation and work e�ciency), user needs

(e.g., informational and technological needs), user experience (e.g., satisfaction,

trust, usability, workload, and understandability), and other dimensions (e.g., the

impact of AI-CDSS on workflow and patient-provider relationship). Despite the

promising nature of AI-CDSS, our findings highlighted six major challenges

of implementing such systems, including technical limitation, workflow

misalignment, attitudinal barriers, informational barriers, usability issues, and

environmental barriers. These sociotechnical challenges prevent the e�ective use

of AI-based CDSS interventions in clinical settings.

Discussion: Our study highlights the paucity of studies examining the user needs,

perceptions, and experiences of AI-CDSS. Based on the findings, we discuss design

implications and future research directions.
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1. Introduction

Over the past decade, we have witnessed an unprecedented

speed of the development of artificial intelligence (AI) techniques,

such as deep neural networks and knowledge graph. An

essential application area of AI is the clinical domain. Seminal

work has reported their efforts in utilizing state-of-the-art AI

techniques to empower clinical decision support systems (CDSS)—

electronic systems designed to generate and present patient-specific

assessments or recommendations to help clinicians make fast

and accurate diagnostic decisions (Bright et al., 2012; Erickson

et al., 2017; Jiang et al., 2017; Lindsey et al., 2018). It is expected

that AI-empowered CDSS interventions (AI-CDSS) will change

the landscape of clinical decision-making and profoundly impact

patient-provider relationship (Patel et al., 2009; Jiang et al., 2017;

Shortliffe and Sepúlveda, 2018).

Despite the technical advancement that has truly boosted AI-

CDSS, it is well recognized that human factors (e.g., explainability,

privacy, and fairness) as well as social and organizational

dimensions of medical work are equally important in determining

the success of AI-CDSS implementation (Cheng et al., 2019;

Magrabi et al., 2019; Knop et al., 2022). For instance, end-users

(i.e., clinicians in this context) may resist accepting or using AI-

CDSS due to the lack of trust in and understanding of AI-CDSS’s

capability (Hidalgo et al., 2021). A possible reason is that many

AI-CDSS function as a “black box,” as such, how they generate the

recommendations remains opaque to clinicians (Zihni et al., 2020;

Schoonderwoerd et al., 2021). These issues could lead to limited

user acceptance and system uptake (Strickland, 2019). Given these

potential challenges, there is a general consensus that research

is urgently needed to understand how to appropriately design

AI-CDSS to meet user needs and align with clinical workflow

(Tahaei et al., 2023). Without involving users in rigorous system

design and evaluations, it becomes an almost impossible mission

to successfully implement and deploy AI-CDSS in complex and

dynamic clinical contexts (Antoniadi et al., 2021).

With the growing awareness of the critical role of human and

social factors in AI-CDSS implementation (Tahaei et al., 2023),

there is a need to synthesize the knowledge and experiences

in human-centered design and evaluation of AI-CDSS. To that

end, we conducted a systematic review on the studies focusing

on user needs, perceptions, and experiences when using AI-

CDSS in clinical settings. Our specific research questions are

as follows: (1) what are the general characteristics of prior

research on human-centered design and evaluation of AI-CDSS?

(2) How is the system designed, used, and evaluated? (3) What

are the perceived benefits and challenges of using AI-CDSS in

clinical practice? These research questions guided our literature

search, screening, and analysis. Our work contributes to the

intersection of AI and human-computer interaction fields by (1)

providing an in-depth analysis and synthesis of prior research

on the design and evaluation of AI-CDSS from eventual users’

perspective; (2) further highlighting the criticality of considering

user experience, social and contextual factors when implementing

AI-CDSS; and (3) discussing design implications and future

research on how to design AI-CDSS for better workflow integration

and user acceptance.

TABLE 1 Database search results.

Searched database Results

ACM Digital Library 331

Web of Science 1,705

IEEE Xplore 559

Ovid MEDLINE 2,940

Scopus 14,339

Total 19,874

In the following of the paper, we first describe the methods

we used to screen and review relevant articles (Section 2).

Then we describe the major findings of this systematic

review in Section 3, including the general characteristics

of selected studies, system features, system design and

evaluation details, and user perceptions. We conclude

this paper by discussing the implications of this review,

including AI-CDSS design and future research directions

(Section 4).

2. Methods

In this section, we describe the specific process we followed

to retrieve, screen, and identify relevant articles for this

systematic review.

2.1. Search strategies

As a key first step of our literature search, we first discussed

with an experienced librarian about the search time frame, search

terms, and databases. After iterative refinement of search terms, we

used AI-related terms such as “artificial intelligence” and “machine

learning,” along with decision support keywords such as “clinical

decision support” or “healthcare decision support” to perform a

literature search for articles published between January 2011 and

May 2022. The latter marks the time our literature search process

started. We selected this time frame to capture the evolvement

of the AI technology. We chose five databases to cover research

within both health care and computer science, including ACM

Digital Library, IEEE Xplore, Web of Science, Ovid MEDLINE,

and Scopus. The database searches were set to include only studies

published in peer-reviewed journals and conference proceedings in

English. Dissertations, posters, brief reports, and extended abstracts

were excluded from the database search. The search process

returned a total of 19,874 articles as shown in Table 1. The retrieved

citations were stored andmanaged using Covidence1—aweb-based

collaboration software platform that streamlines the production of

systematic and other literature reviews.

1 Covidence systematic review software, Veritas Health Innovation,

Melbourne, Australia. Available at www.covidence.org.
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FIGURE 1

PRISMA diagram: information source and search strategy.

2.2. Article screening and selection

As shown in Figure 1, this systematic review was conducted

following the Preferred Reporting Items for Systematic Reviews and

Meta-Analyses (PRISMA) guidelines (Moher et al., 2009). Multiple

researchers were involved in this process. More specifically, two

researchers (LW and JL) used Covidence and independently

screened all retrieved articles and selected relevant papers for

inclusion. Two senior researchers (ZZ and DW) oversaw the whole

article screening and selection process. Any disagreements in article

selections were resolved through discussion among researchers

during weekly research meetings. The inclusion criteria were peer-

reviewed articles that reported human-centered use, design, and

evaluation of AI-CDSS interventions in clinical or hospital settings.

That is, end-users (e.g., clinicians) must be engaged in the system

design and/or evaluation process. Articles were excluded if they

only reported the technology development or implementation (e.g.,

technical details) without examining user needs or experience, or

if they described a tool that was not used in clinical settings [e.g.,

patient-facing, AI-driven self-diagnosis chatbots (Fan et al., 2021)].

Other systematic review papers were also excluded.

Figure 1 outlines the number of records that were identified,

included, and excluded through different phases. More specifically,

out of the 19,874 articles that were retrieved through database

search, 17,247 (86.78%) of them were included for screening

after removing duplicates. We then screened the article titles and

abstracts consecutively to identify relevant articles. In the title

and abstract screenings, 16,215 and 965 articles were excluded,

respectively. This screening process left 67 articles for full-text

review. After reviewing the full text of these 67 articles, 20 of them

were deemed eligible for this systematic review.

2.3. Data extraction and synthesis

Guided by our research questions, two authors (LW and

ZZ) used a Microsoft Excel spreadsheet to extract data from

the included studies, such as the country where the study was

conducted, year of publication, study objectives and scope, clinical

setting, system evaluation, technology specifics, perceived benefits

and challenges, and a summary of study findings. The research team

met regularly to discuss the extracted data. As suggested by prior

work (Lavallée et al., 2013), we performed the data analysis in an

iterative manner, i.e., going back and forth to refine the extracted

data as more knowledge was obtained.

3. Results

In this section, we report the main themes that are derived

from the reviewed articles, including the general characteristics

of selected studies (e.g., country, clinical focus), system features,

system design and evaluation details, and perceived benefits and

barriers. The main findings and more details about each study are

reported in Table 2.
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TABLE 2 Major findings and study objective of the reviewed articles.

Article Study objective Major findings

Wang et al. (2021) Investigate clinicians’ perceptions and facing

challenges regarding the use of AI-CDSS in rural

clinics of developing countries.

• There exist tensions between the design of AI-CDSS and the rural clinical context,

including the misalignment with local context and workflow, the technical limitations

and usability barriers, as well as issues related to transparency and trustworthiness of

AI-CDSS.

• Clinicians expressed positive attitudes toward AI-CDSS and perceived that AI-CDSS

could act as “a doctor’s AI assistant” without compromising clinicians’ autonomy

and accountability.

Cai et al. (2019a) Investigate the key types of information medical

providers would like to know when they are first

introduced to a diagnostic AI assistant.

• Pathologists need global information of AI-CDSS during the onboarding process (not at

the point of use) to determine whether to trust and use AI’s recommendations.

• The desired information includes: (1) AI’s capabilities and limitations, (2) functionality,

(3) medical point-of-view (e.g., conservative vs. liberal), (4) design objectives, and (5)

considerations prior to adoption.

Sendak et al. (2020) Shared the lessons learned from design,

development, and implementation of a diagnostic

support tool for detecting and treating Sepsis in

emergency department.

• Only providing model interpretability as a solution to ensure transparency, accuracy, and

accountability in practice is not sufficient. Instead, the system needs to be conceptualized

as a socio-technical system in an institutional context.

• Four key values and practices that should be considered when developing machine

learning to support clinical decision-making: rigorously define the problem in context,

build relationships with stakeholders, respect professional discretion, and create ongoing

feedback loops with stakeholders.

Lee et al. (2021) Examine how a therapist and an interactive

AI-CDSS can collaborate with each other on

stroke rehabilitation assessment.

• The proposed system with patient-specific analysis can provide therapists quantitative

insights on the status of a patient to improve their experiences and agreement level of

rehabilitation assessment than a traditional system without analysis.

• Providing therapists an opportunity to iteratively tune an imperfect system with their

feedback can significantly improve the system’s performance and user acceptance

in practice.

Caballero-Ruiz

et al. (2017)

Design, implement, and evaluate an AI-CDSS to

manage the treatment of patients with gestational

diabetes.

• The proposed system successfully detected all situations that required a therapy

adjustment, and all the generated recommendations were safe without compromising

patient monitoring.

• The system also promoted more strategic utilization of healthcare services by reducing

the time devoted by clinicians to patients’ evaluation and face-to-face visits by 27.389%,

88.556%, respectively.

Jin et al. (2020) Evaluate an AI-CDSS with visualization

techniques designed to help clinicians interpret

the prediction results without reducing the

complexity of the underlying model.

• All medical experts perceived the system useful in supporting diagnosis and estimating

the risk of potential diseases.

• The treatment outcome analysis was considered a highlight of the system and was the

most discussed during all interviews.

Jacobs et al. (2021) Investigate clinicians’ needs and perceptions of

using AI-CDSS in antidepressant treatment

decisions.

• AI-CDSS should be designed as multi-user systems that facilitate patient-provider-AI

collaboration.

• AI-CDSS should provide a path forward, including actionable information for next steps.

• Considering the time-constrained nature of medical environments, AI-CDSS system

designers need to shift from designing explanations for every decision to on-demand

explanations that contrast AI recommendations with current standards of care.

Cai et al. (2019b) Examine the needs of pathologists when searching

for similar images retrieved using a deep learning

algorithm and evaluate the ways to empower users

to cope with the search algorithm on-the-fly.

• The proposed system provides several ways for pathologists to identify visually similar

medical images, including refine-by-region, refine-by-example, and refine-by-concept.

• Through evaluations, these refinement tools were found to increase the diagnostic utility

of images found and increas user trust in the algorithm.

• Users adopted new strategies when using the refinement tools, such as re-purposing

them to test and understand the underlying algorithm and to disambiguate machine

learning errors from their own errors.

Stevens et al. (2012) Develop and evaluate an ICU alert system to

monitor a post surgery patient and display

possible patient complications in real time and the

most relevant risk factors.

• The proposed system reduced an average of 52% in false positive alarms and did not

increase the number of false negatives, or missed alarms.

Jauk et al. (2021) Evaluate user acceptance of an already

implemented AI-CDSS predicting the risk of

delirium for in-patients.

• Users rated the perceived ease of use and perceived usefulness rather positive, the output

quality neutral, and the actual system use rather poor.

• The application did not increase their workload, but the actual system use was still low

during the pilot study.

Hoonlor et al.

(2018)

Develop and evaluate an AI-CDSS designed to

help its user formulate a treatment plan for the

patient with snake bite found in Thailand.

• The participants understood the recommended treatments and used the

recommendations to provide the right care to the patients throughout the

treatment flow.

Yang et al. (2019) Design and evaluate an AI-CDSS which is subtly

embedded in clinicians’ decision meetings to

provide prognostic decision support for heart

transplant.

• Clinicians are more likely to encounter and embrace an AI-CDSS that binds unobtrusive

decision supports with their current work routine.

• Clinicians would like to knowmore about the model’s source and credibility to determine

whether they can trust the system outputs.

• Clinicians expressed resistance toward the idea of showing predictions and found the

notion of personalized predictions difficult to grasp.

(Continued)
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TABLE 2 (Continued)

Article Study objective Major findings

Benrimoh et al.

(2021)

Evaluate acceptability and impact of an AI-CDSS

for depression treatment on the physician-patient

interaction.

• Initial results indicate that the tool was acceptable to clinicians and feasible for use during

clinical encounters.

• Clinicians indicated a willingness to use the tool in real clinical practice, a significant

degree of trust in the system’s predictions to assist with treatment selection, and reported

that the tool helped increase patient understanding of and trust in treatment.

• 50% of participants thought they would use the AI-CDSS for all of their patients with

depression, with an additional 40% stating they would use it for more complex or

treatment-resistant patients.

Yang et al. (2016) Investigate how clinicians make a heart pump

implant decision with a focus on how to best

integrate an AI-CDSS into their work process.

• Implant physicians indicated no need for and limited trust of an AI-CDSS.

• Major barriers in AI-CDSS adoption include attitudinal barrier, need barrier, social

barrier, informational barrier, and environmental barrier.

• The scope of AI-CDSS should be reframed to support healthcare trajectories as patients

move down pathways toward major decisions.

Chiang et al. (2020) Determine whether clinicians will use an

AI-empowered clinical order recommendation

system for electronic order entry and assess how

such systems will be viewed by physicians and

affect their workflow.

• Physicians spent similar time per case but placedmore total orders using the clinical order

recommender system.

• The recommender demonstrated superior recall (59 vs. 41%) and precision (25 vs. 17%)

compared to manual search results.

• The system was positively received by physicians recognizing workflow benefits.

Kumar et al. (2020) To assess usability and usefulness of an

AI-empowered order recommender system

applied to simulated clinical cases.

• Order suggestions generated from the recommender system were more likely to match

physician needs than standard manual search options.

• Physicians used recommender suggestions in 98% of available cases.

• Approximately 95% of participants agreed the systemwould be useful for their workflows.

• Physicians made fewer total mouse clicks when the recommender was available, and

physicians did not take significantly more or less time to complete the tasks.

Romero-Brufau

et al. (2020)

Explore care providers’ attitudes who utilized

AI-CDSS to improve glycemic control in patients

with diabetes.

• Only 14 % of users would recommend the system.

• The most favorable aspect of the AI-CDSS was that it promoted team dialog about patient

needs.

• The least favorable aspect of the AI-CDSS was inadequacy of the interventions

recommended by the system.

• Providers felt the recommendations failed to consider important contextual factors

which are absent from the codified medical record.

Beede et al. (2020) Examine current eye-screening workflows in

clinics in Thailand and evaluate the user

experience of an AI-CDSS for the detection of

diabetic eye disease.

• Nurses foresaw two potential benefits of having an AI-assisted eye-screening process:

using the system for learning purposes and addressing power dynamics.

• Several challenges embedded in the intended journey of AI-assisted eye screening:

consenting patients, added workload, ungradable images, internet speed and

connectivity, and concerns about the consequences for patients if the system produced a

false positive result (e.g., increasing physical, emotional, and financial burdens

on patients).

Abdulaal et al.

(2021)

Develop a COVID-19 outcome prediction app and

assesses its usability in the clinical settings.

• All clinicians were able to complete the assessment using the app and rated the app

usability as “excellent”.

• The majority of clinicians perceived the prediction results as a useful adjunct to their

clinical practice and acknowledged that the app could positively reinforce or validate their

clinical decision-making.

• The main concern about the app was that it was often used in isolation rather than in

conjunction with other clinical systems and parameters.

Tanguay-Sela et al.

(2022)

Evaluate the perceived utility of an AI-CDSS for

depression treatment.

• 60% of physicians perceived the AI-CDSS to be a useful tool in their treatment-selection

process, with family physicians perceiving the greatest utility.

• 50% of physicians would use the tool for all patients with depression, with an additional

35% noting that they would reserve the tool for more severe or treatment-resistant

patients.

• Physicians found the tool to be useful in discussing treatment options with patients.

3.1. General characteristics of reviewed
articles

As shown in Figure 2A, of the 20 studies, eleven were conducted

in the United States (Stevens et al., 2012; Yang et al., 2016, 2019;

Cai et al., 2019a,b; Chiang et al., 2020; Kumar et al., 2020; Romero-

Brufau et al., 2020; Sendak et al., 2020; Jacobs et al., 2021; Lee et al.,

2021), two each in China (Jin et al., 2020;Wang et al., 2021), Canada

(Benrimoh et al., 2021; Tanguay-Sela et al., 2022), and Thailand

(Hoonlor et al., 2018; Beede et al., 2020), and one each in Spain

(Caballero-Ruiz et al., 2017), United Kingdom (Abdulaal et al.,

2021), and Austria (Jauk et al., 2021). The reviewed articles were

published between 2012 and 2022. As illustrated in Figure 2B, it

is noticeable that the number of studies related to user experience

assessment of AI-CDSS has drastically increased since 2019. In

particular, six of the reviewed studies were published in 2020 (Beede

et al., 2020; Chiang et al., 2020; Jin et al., 2020; Kumar et al.,

2020; Romero-Brufau et al., 2020; Sendak et al., 2020) and another

set of six articles was published in 2021 (Abdulaal et al., 2021;

Benrimoh et al., 2021; Jacobs et al., 2021; Jauk et al., 2021; Lee et al.,
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2021; Wang et al., 2021). We only found one article (Tanguay-Sela

et al., 2022) published in 2022 because our literature search was

performed up to May 2022.

The application areas of AI-CDSS in the reviewed studies

varied. As summarized in Table 3, four studies focused on general

medicine (Chiang et al., 2020; Jin et al., 2020; Kumar et al.,

2020; Wang et al., 2021), three studies each focused on diabetes

(Caballero-Ruiz et al., 2017; Beede et al., 2020; Romero-Brufau

et al., 2020) and depressive disorders (Benrimoh et al., 2021; Jacobs

et al., 2021; Tanguay-Sela et al., 2022), while two studies each

focused on cancer diagnosis (Cai et al., 2019a,b) and heart pump

implant (Yang et al., 2016, 2019). The remaining studies focused

on intensive care unit (ICU) monitoring (Stevens et al., 2012),

sepsis (Sendak et al., 2020), rehabilitation (Lee et al., 2021), delirium

(Jauk et al., 2021), snake envenomation (Hoonlor et al., 2018), and

COVID-19 (Abdulaal et al., 2021).

Regarding the main utility of AI-CDSS (Table 3), they are

primarily used to provide diagnostic support (e.g., predict critical

events and diagnosis) (Caballero-Ruiz et al., 2017; Cai et al., 2019b;

Beede et al., 2020; Jin et al., 2020; Jacobs et al., 2021; Jauk et al.,

2021; Lee et al., 2021; Wang et al., 2021), generate intervention and

treatment recommendations (Yang et al., 2016, 2019; Caballero-

Ruiz et al., 2017; Hoonlor et al., 2018; Jacobs et al., 2021; Wang

et al., 2021), identify and alert patients at risk (Stevens et al., 2012;

Romero-Brufau et al., 2020; Sendak et al., 2020; Abdulaal et al.,

2021), recommend clinical orders (Chiang et al., 2020; Kumar et al.,

2020), predict treatment compliance by patients (Benrimoh et al.,

2021; Tanguay-Sela et al., 2022), and facilitate the search of medical

images and information (Cai et al., 2019a; Wang et al., 2021). It is

worthmentioning that some systems are designed with the intent to

fulfill several purposes while others are used for a specific purpose.

For example, the system reported in Wang et al. (2021) not only

provide diagnostic support and recommend treatment options but

also allow clinicians to search for similar patient cases and other

medical information. In contrast, the system prototype created in

two studies conducted by Yang and her colleagues (Yang et al., 2016,

2019) is specifically designed to support the decision-making of

heart pump implants (e.g., determining whether or not implanting

a heart pump for a particular patient).

3.2. System features

All the systems reported in the reviewed articles utilized

machine learning techniques [e.g., deep neural network (DNN)]

for automatic decision support generation. As summarized in

Figure 3A, out of the reviewed 20 studies, only seven studies

reported a fully implemented AI-CDSS intervention which was

usually integrated with electronic health record (EHR) in real

clinical settings (Caballero-Ruiz et al., 2017; Beede et al., 2020;

Jin et al., 2020; Romero-Brufau et al., 2020; Sendak et al., 2020;

Jauk et al., 2021; Wang et al., 2021). Among these seven studies,

two examined a commercial product (Romero-Brufau et al., 2020;

Wang et al., 2021), while three evaluated a system developed by the

research team (Caballero-Ruiz et al., 2017; Jin et al., 2020; Sendak

et al., 2020). The remaining studies (n = 13) either examined user

needs and system design requirements with (Cai et al., 2019b;

Jacobs et al., 2021) or without (Yang et al., 2016) a low-fidelity

system prototype, or evaluated a functional, high-fidelity system

prototype in a controlled environment without the involvement

of real patients (Stevens et al., 2012; Hoonlor et al., 2018; Cai

et al., 2019a; Yang et al., 2019; Chiang et al., 2020; Kumar et al.,

2020; Abdulaal et al., 2021; Benrimoh et al., 2021; Lee et al., 2021;

Tanguay-Sela et al., 2022).

As the application area and utilization of AI-CDSS varied

among the reviewed studies, it is difficult to synthesize common

features across all the interventions. However, we were able to

examine and identify themes in relation to how the predictions and

recommendations of AI-CDSS were presented to users (Table 4).

The majority of the studies (n = 19) reported what types of system

output or information were presented to the user with only one

exception (Yang et al., 2016). More specifically, 13 out of those

19 studies only displayed predictions or recommendations (e.g.,

patient diagnosis, treatment choice, the patient at risk of developing

critical symptoms) (Stevens et al., 2012; Caballero-Ruiz et al., 2017;

Hoonlor et al., 2018; Cai et al., 2019a,b; Yang et al., 2019; Beede

et al., 2020; Chiang et al., 2020; Kumar et al., 2020; Romero-

Brufau et al., 2020; Sendak et al., 2020; Abdulaal et al., 2021; Wang

et al., 2021). Other studies (n= 6) provided additional information

(e.g., explanations) along with the displayed prediction, such as the

key patient-specific information or variables that informed each

prediction (Benrimoh et al., 2021; Jauk et al., 2021; Lee et al., 2021;

Tanguay-Sela et al., 2022), comparison with the baseline population

data used to train the model (Jin et al., 2020; Benrimoh et al., 2021),

and validation report on the tool (Jacobs et al., 2021).

Another interesting observation is that a couple of studies

provide clinicians with additional features to refine the results (Cai

et al., 2019a; Lee et al., 2021). For example, Cai et al. (2019a)

describe an AI-CDSS for diagnostic support of cancer patients,

allowing pathologists to refine the results based on visually similar

medical images retrieved through “refine-by-region” (e.g., users

crop a region to emphasize its importance in the image search),

“refine-by-example” (e.g., users can pin examples from search

results to emphasize its importance), or “refine-by-concept” (e.g.,

users increase or decrease the presence of clinical concepts by

sliding sliders) features.

Lastly, the use of visual (e.g., colors, icons, charts) and auditory

(e.g., alarming sounds) elements in AI-CDSS is common. For

example, in the ICU monitoring study (Stevens et al., 2012), the

researchers used colors in the patient’s vital signs monitor and

graduated alarm sounds to convey the urgency and nature of the

patient’s critical condition. In another study related to medical

image search and retrieval (Cai et al., 2019b), prostate cancer grade

predictions (e.g., grade 3, grade 4, and grade 5) were shown as

colored overlays on top of the prostate tissue to facilitate the reading

and interpretation of clinicians.

3.3. System design and evaluation details

The reviewed studies focus on evaluating different aspects

of AI-CDSS, including system effectiveness, user needs, user

experience, and others. These studies engaged a varying

number of participants (Figure 3B), ranging between 6 clinicians
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FIGURE 2

(A) The distribution of countries where the reviewed studies were conducted. (B) The distribution of reviewed articles over the years.

(Beede et al., 2020) and 81 staff members at the clinics (Romero-

Brufau et al., 2020), with most studies (n= 13) having a range of 10

to 30 participants (Stevens et al., 2012; Yang et al., 2016; Hoonlor

et al., 2018; Cai et al., 2019a,b; Jin et al., 2020; Sendak et al., 2020;

Abdulaal et al., 2021; Benrimoh et al., 2021; Jacobs et al., 2021;

Jauk et al., 2021; Wang et al., 2021; Tanguay-Sela et al., 2022). The

details regarding the focal aspects, outcome measurements, and

research methods are summarized in Table 5 and then elaborated

on in the following sections.

3.3.1. E�ectiveness of AI-CDSS
Of the 20 reviewed studies, 7 (35%) evaluated the effectiveness

of AI-CDSS interventions. As the clinical application areas varied,

the measurements used to evaluate the system’s effectiveness

were also different in these studies. However, a few outcome

measurements were used by more than one study, such as

improvement in patient assessment and management (Caballero-

Ruiz et al., 2017; Jin et al., 2020; Romero-Brufau et al., 2020;

Lee et al., 2021), information retrieval performance (Cai et al.,

2019a; Chiang et al., 2020; Kumar et al., 2020; Lee et al., 2021),

time spent on patient care (Chiang et al., 2020; Kumar et al.,

2020), and clinical appropriateness of suggested interventions

or treatment orders (Caballero-Ruiz et al., 2017; Kumar et al.,

2020). For example, Kumar et al. (2020) used the primary

outcome (e.g., the clinical appropriateness of orders placed) and

secondary outcomes (e.g., the information retrieval performance

of order search methods assessed by precision and recall, and the

time spent on completing order entry for each patient case) to

evaluate whether the AI-driven order recommender system could

significantly improve the workflow of clinical order entry.

The commonly used methodology is to conduct an

experimental study to compare care performance and other

metrics between the intervention condition (e.g., using AI-CDSS)

and the control condition (e.g., using old or baseline systems, or

conventional andmanual practices) (Stevens et al., 2012; Caballero-

Ruiz et al., 2017; Chiang et al., 2020; Kumar et al., 2020; Lee et al.,

2021). Other methods include case studies (Jin et al., 2020),

clinicians’ self-rating of results (Cai et al., 2019a), compliance

analysis (Caballero-Ruiz et al., 2017), and survey questionnaires

(Romero-Brufau et al., 2020). For example, one study (Caballero-

Ruiz et al., 2017) conducted a randomized controlled trial to

assess the effectiveness of remote monitoring of diabetic patients

using an AI-driven telemedical care system in comparison to

the conventional care process. The effectiveness was assessed by

several dimensions, such as the number of automatically generated

prescriptions that were accepted, rectified, postponed, and rejected

by clinicians, and the patient’s compliance to use the system to

measure and report physiological data (e.g., blood glucose), and

the time spent on each patient case by clinicians.

3.3.2. User needs
A few studies (n = 5, 25%) also emphasized on user needs in

designing AI-CDSS, including the information needs for enhancing

the transparency and trust of AI-CDSS interventions (Cai et al.,

2019b) and technology needs for supporting clinical decision

making (Yang et al., 2016; Cai et al., 2019a; Jin et al., 2020;

Jacobs et al., 2021). For example, Cai et al. (2019b) interviewed 21

pathologists to understand the key types of information medical

experts desire when they are first introduced to a diagnostic

AI system for prostate cancer diagnosis. They found that in

addition to the local, case-specific reasoning behind any model

decision, medical experts also desired upfront information about

basic, global properties of the model, such as (1) capabilities and

limitations (e.g., AI’s particular strengths and limitations under

specific conditions), (2) functionality (e.g., what information the

AI has access to and how it uses that information to make a

prediction), (3) medical point-of-view (e.g., whether AI tends to

be more liberal or conservative when generating a prediction), (4)

design objective (e.g., what AI has been optimized for), and (5)

considerations prior to adopting or using an AI-CDSS (e.g., the

impact on workflows, accountability, and cost of use).
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TABLE 3 Application areas and main utility of AI-CDSS interventions in the reviewed articles.

Application areas Article Main utility of AI-CDSS

General medicine Chiang et al. (2020) Facilitate electronic order entry by recommending clinical orders predicted most likely to

occur next and those orders that are less likely but disproportionately associated with

similar cases.

Kumar et al. (2020) The system evaluated in this study and its features are the same as reported in Chiang et al.

(2020).

Jin et al. (2020) Predict upcoming diagnosis events for a focal patient based on his or her historical EHR

data.

Wang et al. (2021) Provide diagnostic support (e.g., diagnosis, medication prescription, and lab tests) and

medical knowledge (e.g., similar patient case) search during patient clinic visit.

Diabetes Romero-Brufau et al. (2020) Identify patients at risk for poor glycemic control and provide tailored recommendations

to health care providers so they could enact interventions to reduce patients’ risk.

Beede et al. (2020) Assess fundus photos for diabetic retinopathy to provide nurses and patients with

immediate results and generate referral recommendations in the moment.

Caballero-Ruiz et al. (2017) Determine the patient’s metabolic condition and generate therapy adjustment

recommendations. In particular, diet recommendations are automatically prescribed and

notified to the patients, whereas recommendations about insulin requirements are notified

to the physician.

Depressive disorder Jacobs et al. (2021) Provide both patient-level prognostic predictions [e.g., the probability of (dis-)continued

use of prescribed medication] and personalized treatment recommendations (e.g., which

treatments would be favorable or not favorable for a patient) to primary care physicians

who currently prescribe antidepressant treatments.

Benrimoh et al. (2021) Provide clinicians with remission probabilities for different treatment options, based on a

patient’s clinical and demographic profile.

Tanguay-Sela et al. (2022) Provide clinicians with remission probabilities for specific depression treatments

accompanied by clinical practice guidelines.

Cancer diagnosis Cai et al. (2019a) Use a deep neural network (DNN)-backed content-based image retrieval (CBIR) system

that includes a set of refinement mechanisms to guide the search process of visually similar

medical images.

Cai et al. (2019b) Design a deep neural network (DNN)-based system for prostate cancer diagnosis and

degree prediction.

Heart pump implant Yang et al. (2019) Situate a decision support tool within slides used for decision meetings of clinicians to

determine heart pump implant for patients.

Yang et al. (2016) Investigating the heart pump implant decision process to inform design implications for a

decision support tool for clinicians to improve the workflow and decision making.

ICU monitoring Stevens et al. (2012) Help ICU clinicians monitor post coronary artery bypass graft (post-CABG) surgery

patients by outputting three different levels of alarms according to whether the patients

command a regular intervention, a rapid intervention, or an immediate retention.

Sepsis Sendak et al. (2020) Assist clinicians in the early diagnosis and treatment of sepsis in emergency department to

improve patient outcomes through increased compliance with recommended treatment

guidelines for sepsis.

Rehabilitation Lee et al. (2021) Automatically selects salient kinematic features of assessment (e.g., joint angle, the

trajectory of wrist to the target position, etc.) to predict the quality of motion and generate

patient-specific analysis on a visualization interface.

Delirium Jauk et al. (2021) Predict the occurrence of delirium for in-patients based on existing EHR data.

Snake envenomation Hoonlor et al. (2018) Help the clinicians formulate a treatment plan for the patients with snake bite based on

medical guidelines.

COVID-19 Abdulaal et al. (2021) Collects patient demographics, comorbidities, and symptomatology data and produces

patient-specific mortality predictions for patients with COVID-19.

The main method used for eliciting user needs in these five

studies was interviews. In particular, three studies also used

low-fidelity prototypes as a study probe during interviews

to obtain more in-depth insights, asking participants to

reflect on the prototypes by considering which aspects they

found helpful or unhelpful, what features they would change,

and what new features or ideas they would like to add

(Cai et al., 2019a,b; Jacobs et al., 2021). Another noteworthy

observation is that the user needs assessment was often done in a

multi-phase process. For example, Jin et al. (2020) first conducted

interviews with physicians and then created and used prototypes

to further elicit and refine the system requirements, while Cai et al.

(2019b) completed their user needs assessment with three phases

(“pre-probe,” “probe,” and “post-probe”).
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FIGURE 3

(A) AI-CDSS implementation details and tested contexts. (B) An overview of the number of users involved in the system design and evaluation

process (x-axis represents the number of users, the y-axis represents the number of studies involving a specific number range of users).

TABLE 4 System features and examples.

Specific system feature Example

Provide predictions or

recommendations, such as patient

diagnosis, treatment choice, and the

patient at risk of developing critical

symptoms (all studies except Yang

et al., 2016)

Identify patients at risk for poor

glycemic control and provide tailored

recommendations to health care

providers to help them enact

interventions to reduce patients’ risk

(Romero-Brufau et al., 2020)

Provide additional information

(e.g., explanations) along with the

displayed prediction (Jin et al., 2020;

Benrimoh et al., 2021; Jacobs et al.,

2021; Jauk et al., 2021; Lee et al.,

2021; Tanguay-Sela et al., 2022)

Provide reports detailing the key

variables that informed each prediction

and displayed the AI results as

probabilities of remission (Tanguay-Sela

et al., 2022)

Allow clinicians to refine the results

(Cai et al., 2019a; Lee et al., 2021)

Pathologists can refine the results of

retrieved medical images by using such

features as “refine-by-region” (e.g., users

crop a region to emphasize its

importance in the image search),

“refine-by-example” (e.g., users can pin

examples from search results to

emphasize its importance), or

“refine-by-concept” (e.g., users increase

or decrease the presence of clinical

concepts by sliding sliders) (Cai et al.,

2019a)

Use visual (e.g., colors, icons, charts)

and auditory (e.g., alarming sounds)

elements to assist clinicians

interpret the alerts/presentations

generated by AI-CDSS (Stevens

et al., 2012; Cai et al., 2019b)

Show prostate cancer grade predictions

(e.g., grade 3, grade 4, and grade 5) as

colored overlays on top of the prostate

tissue (Cai et al., 2019b)

3.3.3. User experience
Most studies (n = 15, 75%) examined the user experience of

AI-CDSS (Caballero-Ruiz et al., 2017; Hoonlor et al., 2018; Cai

et al., 2019a; Yang et al., 2019; Chiang et al., 2020; Jin et al., 2020;

Kumar et al., 2020; Romero-Brufau et al., 2020; Sendak et al., 2020;

Abdulaal et al., 2021; Benrimoh et al., 2021; Jauk et al., 2021; Lee

et al., 2021; Wang et al., 2021; Tanguay-Sela et al., 2022). The

most frequently measured outcome was overall satisfaction, which

represented the level of clinicians’ satisfaction with the performance

of AI-CDSS (Caballero-Ruiz et al., 2017; Cai et al., 2019a; Yang et al.,

2019; Chiang et al., 2020; Kumar et al., 2020; Romero-Brufau et al.,

2020; Abdulaal et al., 2021; Benrimoh et al., 2021; Jauk et al., 2021;

Wang et al., 2021). The second most used outcome measurement

was the ease of use of the system, which was often measured by

the task completion time, the number of clicks needed to complete

the task, the easiness of finding needed information, and the

System Usability Scale (SUS) (Chiang et al., 2020; Jin et al., 2020;

Kumar et al., 2020; Abdulaal et al., 2021; Jauk et al., 2021; Wang

et al., 2021). The system’s trustworthiness was another critical

element that was specifically assessed by five studies (Caballero-

Ruiz et al., 2017; Cai et al., 2019a; Sendak et al., 2020; Lee et al.,

2021; Wang et al., 2021). This critical aspect was usually assessed

by questionnaires; one study (Cai et al., 2019a) reported that they

usedMayer’s dimensions of trust (Mayer et al., 1995) tomeasure the

trustfulness of their system because this instrument has been widely

used in prior studies on trust.

Other measured outcomes included workload (e.g., the efforts

required for using the system) (Caballero-Ruiz et al., 2017; Cai et al.,

2019a; Lee et al., 2021), willingness to use (e.g., the user’s intent to

use the system in the future) (Lee et al., 2021; Tanguay-Sela et al.,

2022), workflow integration (e.g., how well the system aligned with

and was integrated into clinical workflow) (Yang et al., 2019; Wang

et al., 2021), and understandability and learnability (e.g., how easy it

is for users to understand the information and prediction provided

by the system) (Hoonlor et al., 2018).

Regarding the methods for assessing user experience,

interviews (Cai et al., 2019a; Yang et al., 2019; Jin et al., 2020;

Abdulaal et al., 2021; Benrimoh et al., 2021; Jauk et al., 2021; Lee

et al., 2021; Wang et al., 2021; Tanguay-Sela et al., 2022), survey

questionnaires (Caballero-Ruiz et al., 2017; Cai et al., 2019a;

Chiang et al., 2020; Kumar et al., 2020; Romero-Brufau et al.,

2020; Abdulaal et al., 2021; Benrimoh et al., 2021; Jauk et al.,

2021; Lee et al., 2021; Tanguay-Sela et al., 2022), and observation

(Hoonlor et al., 2018; Benrimoh et al., 2021; Wang et al., 2021;

Tanguay-Sela et al., 2022) were primarily used by researchers. A

few studies also used existing instruments that had been validated
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TABLE 5 Summary of AI-CDSS design and evaluation details.

Examined aspects Outcome measurements Methods

Effectiveness • Improvement on patient assessment and management (Caballero-Ruiz

et al., 2017; Jin et al., 2020; Romero-Brufau et al., 2020; Lee et al., 2021)

• Clinical appropriateness of suggested interventions or treatment orders

(Caballero-Ruiz et al., 2017; Kumar et al., 2020)

• Reduction in alarms (Stevens et al., 2012)

• Time spent on patient cases or tasks (Chiang et al., 2020; Kumar et al.,

2020)

• Information retrieval performance (Cai et al., 2019a; Chiang et al., 2020;

Kumar et al., 2020; Lee et al., 2021)

• Experiment (Stevens et al., 2012; Caballero-Ruiz et al.,

2017; Chiang et al., 2020; Kumar et al., 2020; Lee et al.,

2021)

• Case study (Jin et al., 2020)

• Clinicians’ self-rating of results (Cai et al., 2019a)

• Compliance analysis (Caballero-Ruiz et al., 2017)

• Survey questionnaire (Romero-Brufau et al., 2020)

User needs • Information and technology need for clinical decision making (Yang

et al., 2016; Cai et al., 2019a; Jin et al., 2020; Jacobs et al., 2021)

• Information needs for enhancing the transparency and trust of AI-CDSS

interventions (Cai et al., 2019b)

• Interview (Yang et al., 2016; Cai et al., 2019a,b; Jin

et al., 2020; Jacobs et al., 2021)

User experience • Overall satisfaction (Caballero-Ruiz et al., 2017; Cai et al., 2019a; Yang

et al., 2019; Chiang et al., 2020; Kumar et al., 2020; Romero-Brufau et al.,

2020; Abdulaal et al., 2021; Benrimoh et al., 2021; Jauk et al., 2021; Wang

et al., 2021)

• Ease of use (Chiang et al., 2020; Jin et al., 2020; Kumar et al., 2020;

Abdulaal et al., 2021; Jauk et al., 2021; Wang et al., 2021)

• Trustfulness, transparency, and accountability (Caballero-Ruiz et al.,

2017; Cai et al., 2019a; Sendak et al., 2020; Lee et al., 2021; Wang et al.,

2021)

• Workload (Caballero-Ruiz et al., 2017; Cai et al., 2019a; Lee et al., 2021)

• Willingness to use (Lee et al., 2021; Tanguay-Sela et al., 2022)

• Workflow integration (Yang et al., 2019; Wang et al., 2021)

• Understandability and learnability (Hoonlor et al., 2018)

• Interview (Cai et al., 2019a; Yang et al., 2019; Jin et al.,

2020; Abdulaal et al., 2021; Benrimoh et al., 2021;

Jauk et al., 2021; Lee et al., 2021; Wang et al., 2021;

Tanguay-Sela et al., 2022)

• Survey questionnaire (Caballero-Ruiz et al., 2017; Cai

et al., 2019a; Chiang et al., 2020; Kumar et al., 2020;

Romero-Brufau et al., 2020; Abdulaal et al., 2021;

Benrimoh et al., 2021; Jauk et al., 2021; Lee et al., 2021;

Tanguay-Sela et al., 2022)

• Observation (Hoonlor et al., 2018; Benrimoh et al.,

2021; Wang et al., 2021; Tanguay-Sela et al., 2022)

Other • Impact on clinical practice and workflow (Caballero-Ruiz et al., 2017;

Chiang et al., 2020; Kumar et al., 2020)

• Sociotechnical factors on the use of AI-CDSS (Beede et al., 2020; Sendak

et al., 2020)

• Interview (Beede et al., 2020)

• Observation (Beede et al., 2020)

• Survey questionnaire (Chiang et al., 2020; Kumar

et al., 2020)

• Healthcare service usage analysis (Caballero-Ruiz

et al., 2017)

in prior work, such as the NASA-TLX questionnaire for assessing

workload (Hart and Staveland, 1988), the System Usability Scale

(SUS) questionnaire for assessing usability (Bangor et al., 2008),

and Mayer’s dimensions of trust for assessing users’ trust (Mayer

et al., 1995). Another interesting finding is that many studies used

more than one method to either corroborate research findings or

collect more user insights. For example, Benrimoh et al. (2021)

and Tanguay-Sela et al. (2022) relied on questionnaires, scenario

observations, and interviews to collect user experience data, while

Jauk et al. (2021) conducted focus groups with experts before

and during the system pilot and administered the Technology

Acceptance Model (TAM) questionnaire for data collection.

3.3.4. Other perspectives
We identified three studies examining the impact of AI-

CDSS on clinical workflow (Caballero-Ruiz et al., 2017; Chiang

et al., 2020; Kumar et al., 2020). The methods used for

this critical evaluation included survey questionnaires (Chiang

et al., 2020; Kumar et al., 2020) and healthcare service usage

analysis (Caballero-Ruiz et al., 2017). For example, in the

study of evaluating an AI-empowered telemedicine platform to

automatically generate diet prescriptions and detect insulin needs

for better monitoring of gestational diabetes (Caballero-Ruiz et al.,

2017), the researchers not only evaluated the effectiveness and

user acceptance of the system but also examined the system’s

impact on patient-provider interaction, i.e., through calculating

the face-to-face visit frequency and duration with vs. without

the AI-CDSS.

Additionally, two studies investigated the sociotechnical factors

affecting the use of AI-CDSS, mainly through interviews and

observation (Beede et al., 2020; Sendak et al., 2020). More

specifically, Beede et al. (2020) examined factors influencing the

performance of a deep learning system in detecting diabetic

retinopathy and found that the ability to take gradable pictures

and internet speed and connectivity would impact the system’s

performance in a clinical setting. In another study (Sendak et al.,

2020), researchers reflected on the lessons learned from the

development, implementation, and deployment of an AI-driven

tool that assists hospital clinicians in the early diagnosis and

treatment of sepsis. They highlighted that instead of focusing

solely on model interpretability to ensure fair and accountable AI

systems, it is utmost of importance to treat AI-CDSS as a socio-

technical system and ensure their integration into existing social

and professional contexts (Sendak et al., 2020). They also suggested

key values and work practices that need to be considered when

developing AI-CDSS, including rigorously defining the problem

in context, building relationships with stakeholders, respecting

professional discretion, and creating ongoing feedback loops with

stakeholders (Sendak et al., 2020).

3.4. User perceptions of AI-CDSS

In this section, we report our synthesized results regarding

the users’ perceived benefits and challenges of using AI-CDSS. A

summary of user perceptions can be found in Table 6.

Frontiers inComputer Science 10 frontiersin.org

https://doi.org/10.3389/fcomp.2023.1187299
https://www.frontiersin.org/journals/computer-science
https://www.frontiersin.org


Wang et al. 10.3389/fcomp.2023.1187299

TABLE 6 Perceived benefits and challenges of using AI-CDSS.

Perceptions Detailed opinions

Perceived

benefits

• Improve patient diagnosis, treatment choices, and

prevent adverse events (Stevens et al., 2012; Cai et al.,

2019a; Yang et al., 2019; Chiang et al., 2020; Jin et al.,

2020; Abdulaal et al., 2021; Jauk et al., 2021; Lee et al.,

2021; Wang et al., 2021; Tanguay-Sela et al., 2022)

• Increase clinicians’ work efficiency while reducing

their workload (Caballero-Ruiz et al., 2017; Cai et al.,

2019a; Chiang et al., 2020; Kumar et al., 2020;

Tanguay-Sela et al., 2022)

• Enhance the patient-provider relationship

(Caballero-Ruiz et al., 2017; Benrimoh et al.,

2021; Tanguay-Sela et al., 2022)

• Transform the interaction and power dynamics

among clinical team members (Beede et al., 2020;

Romero-Brufau et al., 2020)

• Provide on-the-job training opportunity to clinicians

(Beede et al., 2020; Wang et al., 2021)

Perceived

challenges

• Technical limitations (e.g., inaccurate prediction,

failure of considering the “whole patient”, and data

quality concerns) (Beede et al., 2020; Jin et al., 2020;

Romero-Brufau et al., 2020; Abdulaal et al., 2021;

Wang et al., 2021)

• Workflow misalignment (e.g., problems in

integration with local practice and clinical workflow,

interoperability issues between AI-CDSS and existing

systems) (Beede et al., 2020; Abdulaal et al., 2021;

Jauk et al., 2021; Wang et al., 2021; Tanguay-Sela

et al., 2022)

• Attitudinal barrier (e.g., no need or desire for AI-

CDSS, lack of user trust) (Yang et al., 2016, 2019;

Romero-Brufau et al., 2020)

• Informational barrier (e.g., mismatch between

clinicians’ information needs and AI-CDSS’s outputs,

lack of transparency) (Yang et al., 2016; Cai et al.,

2019b; Tanguay-Sela et al., 2022)

• Usability issues (e.g., lack of effective interaction and

input methods for AI-CDSS to be used in busy and

dynamic clinical environments, learning curve and

lack of training) (Yang et al., 2016; Jin et al., 2020;

Wang et al., 2021)

• Environmental barrier (e.g., lighting and layout of

the clinical environment, supporting equipment, and

internet speed and connectivity) (Yang et al., 2016;

Beede et al., 2020; Wang et al., 2021)

3.4.1. Perceived benefits
Overall, the reviewed studies reported that clinicians had a

positive attitude toward AI-CDSS. Many clinicians believed that

AI-CDSS could improve patient diagnosis and management by

suggesting differential diagnosis and treatment choices, as well as

preventing adverse events (Stevens et al., 2012; Cai et al., 2019a;

Yang et al., 2019; Chiang et al., 2020; Jin et al., 2020; Abdulaal

et al., 2021; Jauk et al., 2021; Lee et al., 2021; Wang et al., 2021;

Tanguay-Sela et al., 2022). For example, the ability to suggest

different treatment options and their potential outcomes were

often considered a “cool and useful” feature to support making a

prognosis (Jin et al., 2020; Tanguay-Sela et al., 2022). When there

is a meaningful disagreement between the clinician’s judgment

and the AI-CDSS prediction of the patient’s condition, the system

could encourage clinicians to take a closer look at the patient’s

case or gather more information to assess the situation (Yang

et al., 2019). Even when the AI-CDSS prediction perfectly aligns

with the clinician’s view, the system outputs could enhance the

clinician’s confidence in their clinical evaluation (Abdulaal et al.,

2021; Tanguay-Sela et al., 2022). As such, AI-CDSS interventions

were often perceived by clinicians as a useful adjunct to their clinical

practice (Abdulaal et al., 2021;Wang et al., 2021; Tanguay-Sela et al.,

2022).

Another perceived benefit of AI-CDSS by clinicians, which was

also confirmed through quantitative analysis, is its capability in

increasing clinicians’ work efficiency while reducing their workload

(Caballero-Ruiz et al., 2017; Cai et al., 2019a; Chiang et al., 2020;

Kumar et al., 2020; Tanguay-Sela et al., 2022). For example, in the

studies examining the impact of a clinical order entry recommender

system (Chiang et al., 2020; Kumar et al., 2020), the researchers

reported that after using the system for a while, more than 90%

of the participating clinicians agreed or strongly agreed that the

system would be useful for their workflows, 89% agreed or strongly

agreed that the systemwouldmake their job easier, and 85% felt that

it would increase their productivity. Through statistical analyses,

Caballero-Ruiz et al. (2017) reported the time devoted by clinicians

to patients’ evaluation was reduced by almost 27.4% after the use of

an AI-driven telemedicine system, and Cai et al. (2019a) reported

their participants experienced less effort using their system than the

conventional interface.

AI-CDSS was also reported to enhance the patient-provider

relationship by increasing patient understanding of and trust

in clinicians’ treatment (Benrimoh et al., 2021), facilitating the

discussion of treatment options between clinicians and patients

(Tanguay-Sela et al., 2022), or reducing unnecessary clinical visits

without compromising patient monitoring (Caballero-Ruiz et al.,

2017). Additionally, AI-CDSS could also transform the interaction

and communication among clinical team members. For example,

one highlighted benefit was that the AI-CDSS promoted team

dialog about patient needs (Romero-Brufau et al., 2020). In another

study (Beede et al., 2020), the AI-CDSS tool was found to have

the potential to shift the asymmetrical power dynamics between

physicians and nurses—a teamwork and organizational issue which

often leads to the clinical opinions and assessments of nurses

being undervalued or dismissed by physicians (Okpala, 2021)—by

providing outputs that nurses can use as a reference to prove their

judgement about the patient status and demonstrate their expertise

to more senior clinicians.

Finally, it is interesting to see that AI-CDSS was considered

a useful tool for providing on-the-job training opportunities to

clinicians (Beede et al., 2020;Wang et al., 2021). For example,Wang

et al. (2021) reported some features of the examined AI-CDSS (e.g.,

searching similar patient cases) could help clinicians, especially less

experienced junior clinicians, self-educate and gain new knowledge

and experience. In a similar vein, participants in another study

(Beede et al., 2020) used the system for diabetic retinopathy

detection as a learning opportunity—improving their ability to

make accurate diabetic retinopathy assessments themselves.

3.4.2. Perceived challenges
The reviewed studies reported a variety of challenges,

issues, and barriers in using and adopting AI-CDSS in clinical

environments, which were grouped into six high-level categories,

including technical limitations, workflowmisalignment, attitudinal

barriers, informational barriers, usability issues, and environmental

Frontiers inComputer Science 11 frontiersin.org

https://doi.org/10.3389/fcomp.2023.1187299
https://www.frontiersin.org/journals/computer-science
https://www.frontiersin.org


Wang et al. 10.3389/fcomp.2023.1187299

barriers. We describe each category of perceived challenges in

detail below.

3.4.2.1. Technical limitations

Technical limitations are a major perceived challenge reported

by several studies (n = 5) (Beede et al., 2020; Jin et al., 2020;

Romero-Brufau et al., 2020; Abdulaal et al., 2021;Wang et al., 2021).

A major user concern is that the outputs or predictions generated

by AI-CDSS may be inaccurate (Beede et al., 2020; Romero-Brufau

et al., 2020; Wang et al., 2021). In such cases, medical experts would

be concerned about the consequences for patients if the system

produced a wrong prediction, including the additional burden to

follow up on a referral, the cost of handling a wrong diagnosis, and

the emotional strain a wrong prediction (e.g., false positive) could

place on them (Beede et al., 2020; Wang et al., 2021).

Another related concern is that many AI-CDSS interventions

failed to consider and capture subtle, contextual factors that are

vital in the diagnostic process but can only be recognized by

medical providers who have a face-to-face conversation with the

patient (Romero-Brufau et al., 2020; Wang et al., 2021). This

technical limitation prevents AI from considering the “whole

person” as medical providers can, and as such, impacting the

adequacy and accuracy of the recommendations (Romero-Brufau

et al., 2020).

The final commonly listed technical barrier is related to the

quality of the training data for AI-CDSS. There were concerns that

“generalizability would be difficult” if the data were accrued from

a single center (Abdulaal et al., 2021). Also, predictions would be

more accurate if they are based on the statistics of a very large

collection of patients over a very long period of time; when the

underlying data are not rich enough to represent the rich variety of

outcomes that a patient could face, the generated recommendations

could become questionable and less useful (Jin et al., 2020). This

issue could be more evident for those hospitals or healthcare

organizations that were just starting to use EHR systems to collect

and curate data (Jin et al., 2020).

3.4.2.2. Workflow misalignment

Seamless integration of AI-CDSS within clinical workflows is

an important step for leveraging developed AI algorithms (Juluru

et al., 2021). However, it has always been a challenging task, as

six reviewed articles illustrated (Beede et al., 2020; Kumar et al.,

2020; Abdulaal et al., 2021; Jauk et al., 2021; Wang et al., 2021;

Tanguay-Sela et al., 2022). For instance, both Beede et al. (2020)

and Wang et al. (2021) examined the use of AI-CDSS in clinics

in developing countries (China and Thailand, respectively) and

revealed that with high patient volume already a burden, medical

experts were concerned that following the protocol of using AI-

CDSS would increase their workload and lead to clinician burnout.

Even with reasonable patient volume, Jauk et al. (2021) reached a

similar conclusion—using AI-CDSS could potentially increase the

workload of clinicians, which was considered a major reason for

the low system usage during their pilot study. The added workload

could lead to interference in the physician-patient relationship, as

clinicians were distracted by AI-CDSS from the time they were

supposed to spend with patients (Tanguay-Sela et al., 2022).

Another issue related to workflow integration is the

interoperability between AI-CDSS and existing clinical systems

(Kumar et al., 2020; Abdulaal et al., 2021; Wang et al., 2021). When

AI-CDSS is not integrated with other systems that can provide

various forms of data input for AI-CDSS, their capability in

generating accurate and reliable predictions could be affected. For

example, Wang et al. (2021) reported that because the evaluated

AI-CDSS tool was not integrated with the hospital’s pharmaceutical

system, the medication prescriptions recommended by AI were

not available in the hospital’s pharmacy. Similarly, the COVID-19

mortality prediction app evaluated in Abdulaal et al. (2021) was a

standalone app, which could only be used in isolation rather than

in conjunction with other clinical data, leading to the concerns

about accuracy of the predictions.

3.4.2.3. Attitudinal barriers

Clinicians’ attitudes and opinions about AI-CDSS is another

critical factor in user adoption and uptake. Even though many

studies suggested that clinicians generally had a positive attitude

toward the use of AI-CDSS, a few studies (n = 3) reported

completely opposite results (Yang et al., 2016, 2019; Romero-Brufau

et al., 2020). For example, in the studies of designing decision

support for heart pump implants (Yang et al., 2016, 2019), the

researchers found that clinicians had no desire to use an AI-CDSS,

indicated no need for data support, and expressed resistance toward

the idea of showing personalized predictions. The primary reasons

reported in these studies were that clinicians considered themselves

knowing how to effectively factor patient conditions into clinical

decisions, and preferred knowing facts such as the statistics from

previous similar cases (in comparison to showing probability of a

prediction). Romero-Brufau et al. (2020) also reported that only

14% of their clinician participants would recommend the tested AI-

CDSS to other clinicians. Collectively, all these findings revealed a

conservative attitude of clinicians toward the adoption of AI-CDSS.

Another related attitudina barrier is that clinicians tended

not to trust the outputs yielded by AI-CDSS—an issue that

has been widely explored by prior work (Stone et al., 2022)—

leading to limited or no use of the system. One study (Wang

et al., 2021) cited several reasons for the lack of trust in AI-

CDSS suggestions: clinicians (rather than AI-CDSS) being held

accountable for medical errors, lack of explanation on how the

recommendations were generated, lack of in-depth training for

the use of AI-CDSS, and clinicians’ professional autonomy being

challenged by AI-CDSS. Additionally, if clinicians have negative

experience with current decision support tools and models, it is

unlikely for clinicians to use any AI-CDSS until they trust these

systems can deliver value, as stated in Yang et al. (2016).

3.4.2.4. Informational barriers

A mismatch between clinicians’ information needs and AI-

CDSS outputs could also be a barrier to the adoption of and the

trust building in AI-CDSS (Yang et al., 2016; Cai et al., 2019b;

Tanguay-Sela et al., 2022). An example (Yang et al., 2016) is that

clinicians need support for determining whether to perform a

treatment or not, to do it now or to “wait and see”; however, AI-

CDSS tools only predicted outcomes of conducting a procedure

now, with little actionable information about waiting and seeing.

More broadly, the “black box” nature of AI causes many AI-

CDSS interventions lack transparency; it is usually unclear to the

clinicians how the AI predictive model functions, how the AI
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arrives at its predictions and suggestions, what clinical data the AI

model is trained on, and whether or not the model is validated by

clinical trials. With a limited understanding of these aspects of AI-

CDSS, clinicians expressed the difficulty they had in determining

whether they should trust and use the system outputs (Cai et al.,

2019b; Tanguay-Sela et al., 2022).

3.4.2.5. Usability issues

Not surprisingly, the usability issues of AI-CDSS were also

reported in three studies (Yang et al., 2016; Jin et al., 2020;

Wang et al., 2021). These issues could be attributed to the lack

of consideration of or misalignment with clinical workflow. For

example, one major usability issue is related to the input methods

of AI-CDSS. In Wang et al. (2021), one interaction mechanism

for AI-CDSS required clinicians to manually click through a set of

screens with questions to provide input (e.g., symptoms, medical

history, etc.); however, this interaction approach took a lot of

time to complete a diagnosis process even though it was designed

to make clinicians’ work easier. As it was not aligned well with

the clinical workflow (e.g., clinicians were required to complete a

patient case within a few minutes given the high volume of waiting

patients), clinicians rarely used this interaction approach. Two

other studies (Yang et al., 2016; Jin et al., 2020) highlighted that due

to clinicians’ constant moving and frequent changing of protective

gloves and clothes in clinical environments, it is challenging to use

current WIMP (windows, icons, menus, pointer) interaction style

to interact with AI-CDSS.

The learning curve of AI-CDSS was also raised by two studies

(Jin et al., 2020; Wang et al., 2021). For instance, clinicians

complained that learning how to use the system and how to read

complex visualizations or patient views took essential time away

from them. These issues were exacerbated by the lack of in-depth

training and the onboarding process (Wang et al., 2021).

3.4.2.6. Environmental barrier

Three studies also pointed out the unique restrictions posed

by the clinical environments where AI-CDSS was deployed (Yang

et al., 2016; Beede et al., 2020; Wang et al., 2021). For example, the

AI-CDSS that was designed for the detection of diabetic eye disease

required high-quality fundus photos that were not easy to produce

in locations with low resources (e.g., non-darkening environment,

low internet speed, and low quality of camera) (Beede et al., 2020).

Yang et al. (2016) highlighted a few other environmental factors that

could impact the effective use of AI-CDSS; for instance, clinicians

are constantly on the move and need to log in and out on different

computers, posing challenges to easy access to AI-CDSS in dynamic

clinical environments.

4. Discussion

4.1. Principal findings

In this work, we conducted a systematic review of studies

focusing on the user experience of AI-CDSS. Of the 17,247 papers

included for screening, only 20 (0.11%) met our inclusion criteria,

highlighting the paucity of studies examining the user needs,

perceptions, and experiences of AI-CDSS. However, we found that

there has been a growing awareness of and interest in assessing

user experience and needs of AI-CDSS, especially since 2019. This

observation is consistent with (Tahaei et al., 2023) stating that

researchers, especially in the Human-Computer Interaction (HCI)

community, have increasingly emphasized human factor-related

issues in AI (e.g., explainability, privacy, and fairness).

We found a large variation regarding the application

areas of AI-CDSS. But in general, these interventions were

mainly used for providing diagnostic support to clinicians,

recommending intervention and treatment options, alerting

patients at risk, predicting treatment outcomes, and facilitating

medical information searches. To enhance the user experience

(e.g., trust, understandability, usability) of AI-CDSS tools, a set of

reviewed studies utilized such strategies as providing explanations

for each prediction, using visual and auditory elements, and

allowing users to refine the outputs. These strategies were deemed

useful by clinicians.

The reviewed studies assessed different aspects of AI-CDSS,

including effectiveness (e.g., improved patient evaluation and work

efficiency), user needs (e.g., informational and technological needs),

user experience (e.g., satisfaction, trust, usability, workload, and

understandability), and other dimensions (e.g., the impact of AI-

CDSS on workflow and patient-provider relationship). In most

studies, AI-CDSS was found to be capable of improving patient

diagnosis and treatment, preventing adverse events, increasing

clinicians’ work efficiency, enhancing the patient-provider and

provider-provider relationship, and serving as a great opportunity

for clinician training. In addition, those systems received positive

user feedback in general, indicating a high level of user acceptance

and perceived usefulness. Despite so, our review identified a

number of challenges in adopting and using AI-CDSS in clinical

practices, which were further synthesized and categorized into

six high-level categories, including technical limitations, workflow

misalignment, attitudinal barriers, informational barriers, usability

issues, and environmental barriers. In the next section, we discuss

the design implications of these findings and strategies that can

potentially improve the user experience of AI-CDSS.

4.2. Design implications

4.2.1. Provide additional information about
AI-CDSS

Prior research has pointed out that the “black box” nature

of AI could cause issues related to user trust, attitude, and

understandability, among many others (Caballero-Ruiz et al., 2017;

Shortliffe and Sepúlveda, 2018). For example, clinicians may not

understand how AI-CDSS generates recommendations for a given

patient case and how reliable those recommendations are, all of

which could affect clinicians’ trust in the system. Several reviewed

articles argued that providing additional information about AI-

CDSS could help address these critical issues (Cai et al., 2019a;

Yang et al., 2019; Romero-Brufau et al., 2020; Sendak et al.,

2020; Jacobs et al., 2021; Wang et al., 2021; Tanguay-Sela et al.,

2022). For example, Cai et al. (2019a) highlighted the importance

of providing a holistic, global view of the AI-CDSS to users

during the onboarding process, such as the system’s capabilities,

functionality, medical point-of-view, and design objective. These

types of information, with careful design of presentation and
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visualization, could not only help clinicians understand whether or

not they should trust and use the AI-CDSS, but also how they can

most effectively partner with it in practice (Schoonderwoerd et al.,

2021).

It is also worth noting that one study (Jacobs et al., 2021)

explicitly examined when to provide additional information (e.g.,

explanations) about the predictions generated by AI-CDSS. This

study challenged the idea of using explanations to encourage users

to make determinations of trust for each prediction as medical

experts usually don’t have sufficient time to review additional

information for every decision. Therefore, for time-constrained

medical environments, rather than providing all evidence in

support of a prediction, it will have a higher user acceptance

to provide on-demand explanations when an AI prediction is

diverging from existing guidelines or expert knowledge.

4.2.2. Align AI-CDSS design with clinical workflow
Numerous studies have revealed that failure to integrate HITs

into clinical workflow could result in limited user adoption (Sittig

and Singh, 2015). The primary reason is that newly introduced HIT

interventions could disrupt current clinical work practice, causing

not only frustrations for medical providers but also patient safety

issues (Harrington et al., 2011). When this problem occurs, medical

providers need to bypass the new technology and adopt informal,

low-tech, potentially unsafe workarounds (Vogelsmeier et al., 2008;

Beede et al., 2020).

Not surprisingly, our reviewed papers also identified workflow

misalignment as a major issue for the successful implementation

of AI-CDSS (Yang et al., 2016, 2019; Cai et al., 2019a; Beede et al.,

2020; Sendak et al., 2020; Jacobs et al., 2021; Wang et al., 2021).

They all highlighted the urgent need of designing AI-CDSS in a way

that can seamlessly fit into the local clinical context and workflow.

For example, Yang et al. (2019) suggested making the AI-CDSS

“unremarkable”; that is, embedding the system into the point of

decision-making and the infrastructure of the healthcare system in

an unobtrusive way. To achieve this goal, it is critical to thoroughly

examine and understand the decision-making process to determine

how best to integrate AI-CDSS into the workflow and how to

strategically present AI outputs to eventual users (Yang et al., 2016,

2019; Cai et al., 2019a; Beede et al., 2020; Jacobs et al., 2021; Wang

et al., 2021). As illustrated in the reviewed studies, ethnographic

research methods, such as interviews and in situ observation, are

suitable for examining and gaining an in-depth understanding

of the clinicians’ fine-grained work practices (Spradley, 2016a,b;

Fetterman, 2019).

Another important consideration is integrating AI-CDSS with

existing clinical systems to generate more accurate predictions

based on the data collected from various systems (Sendak et al.,

2020; Jacobs et al., 2021; Wang et al., 2021). Even more, AI-

CDSS should be designed to allow clinicians to manually input

more contextual data (e.g., patient’s emotional and socioeconomic

status) to produce more adequate recommendations (Jin et al.,

2020; Wang et al., 2021). These strategies could empower AI-CDSS

to gain access to a variety of patient data (e.g., historical medical

data and contextual data) to achieve the goal of considering the

“whole patient.”

4.2.3. Consider social, organizational, and
environmental factors

Our reviewed studies underscore the limits of solely relying on

model interpretability to ensure transparency and accountability

in practice, and point out the criticality of accounting for social,

organizational, and environmental factors in achieving the values

of trustworthiness and transparency in AI-CDSS design (Beede

et al., 2020; Sendak et al., 2020; Jacobs et al., 2021). In Sendak

et al. (2020), the researchers shared the lessons learned when

they were designing and implementing an AI-CDSS. For instance,

it is suggested to build accountable relationships with hospital

leadership, engage stakeholders early and often, rigorously define

the problem in context, make the system an enterprise-level

solution by involving other departments and units (e.g., security

and legal departments), and create an efficient communication

mechanism with frontline healthcare providers (Sendak et al.,

2020).

Given the essential role of non-technical factors, two reviewed

studies (Sendak et al., 2020; Jacobs et al., 2021) suggest

conceptualizing AI-CDSS as a sociotechnical system, which allows

researchers and system designers to understand and take into

account various social and organizational components that are

equally important as technical components in determining the

success of AI-CDSS implementation in a complex health care

organization. These suggestions align well with prior work which

recognizes the importance of designing HIT interventions through

the lens of a sociotechnical perspective (Or et al., 2014; Sittig and

Singh, 2015; Zhang et al., 2022).

4.2.4. Respect professional autonomy
A few reviewed articles highlight the need to allow clinicians

freely operate their professional judgment and decision-making

in patient care without any interference (Romero-Brufau et al.,

2020; Sendak et al., 2020; Wang et al., 2021). In particular, they

suggest that AI-CDSS should be designed to augment human

intelligence and capabilities and work with clinicians as an adjunct

or a diagnostic aid, instead of performing tasks in place of humans.

The clinicians should rely on their expertise and the support of

AI-CDSS to make final diagnostic decisions and be responsible

for their decisions. These suggestions align with the paradigm of

human-AI collaboration advocated by many researchers (Amershi

et al., 2019); that is, human workers (e.g., clinicians) and AI systems

should work together to complete critical tasks. With this new

paradigm in clinical settings, several urgent research questions are

worth exploration, such as how to draw a clear distinction of

responsibility between AI and clinicians, what kinds of regulation

and policy need to be in place to address the accountability

issue of AI-CDSS, and how to design a “cooperative” AI-CDSS

(Goodman and Flaxman, 2017; Wang et al., 2021; Bleher and

Braun, 2022).

4.2.5. Adopt a human-centered design approach
Taken together, the reviewed articles along with many other

studies have highlighted the importance of employing a human-

centered approach to design AI-CDSS interventions to ensure

their effective use and better integration into the clinical workflow
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(Tahaei et al., 2023). This approach requires researchers to

engage end-users in the system design process early and often

(Sendak et al., 2020). More specifically, it is a useful strategy

to create ongoing feedback loops with users and stakeholders.

By doing so, researchers and system designers can continuously

and iteratively collect user feedback to inform the design of AI-

CDSS (Sendak et al., 2020; Abdulaal et al., 2021; Lee et al.,

2021). For example, Sendak et al. (2020) conducted many

meetings and information sessions as a communication vehicle

to convey information to and collect feedback from users and

stakeholders, while Lee et al. (2021) used a “human-in-the-loop”

approach to engage medical experts in improving an imperfect

AI-CDSS.

4.2.6. Other considerations
The reviewed articles also reported other user suggestions and

lessons learned to address barriers in AI-CDSS adoption, such as

providing in-depth training to clinicians to flatten the learning

curve (Jin et al., 2020; Wang et al., 2021), designing AI-CDSS as

a multi-user system to better engage patients in decision-making

(Caballero-Ruiz et al., 2017; Jacobs et al., 2021), expanding the

application of AI-CDSS tools to a variety of clinical scenarios

(Jin et al., 2020; Wang et al., 2021), and examining the data

quality for potential bias and fairness issues in AI-CDSS (Jin et al.,

2020).

4.3. Future research directions

Our study reveals several research gaps that could inform future

research directions. First, the reviewed articles primarily focused

on evaluating the effectiveness and user experience of AI-CDSS

interventions. However, other important factors that could play

a vital role in AI-CDSS adoption received little attention. For

example, the economic impact of AI-CDSS could be an important

factor for many healthcare organizations to consider. Two of

our reviewed papers (Chiang et al., 2020; Kumar et al., 2020)

reported that the physicians place slightly more orders per case,

i.e., 1.3 and 1 additional orders, respectively, compared to the

priori situations. This observation contradicts to various earlier

studies that standardized medical order systems as part of CDSS

promote cost-effectiveness (e.g., Ballard et al., 2008). However, a

careful economic outcomes evaluation of an AI-CDSS involves

many more perspectives, including a more comprehensive set of

measurements of introduced interventions, total amount of lab

tests changes prior and after, as well as the average length of hospital

stay based on the AI-CDSS recommendations (Fillmore et al., 2013;

Lewkowicz et al., 2020). Indeed, as Chen et al. (2022) pointed out,

the research on economic impact of CDSS intervention and cost-

effectiveness measurement are varied and inconclusive, due to the

various study contexts, the quality of reporting, and evaluation

methods. Future work is needed to systematically evaluate the cost-

effectiveness of AI-CDSS implementation using a comprehensive

set of measurements.

Second, only a few reviewed articles (Beede et al., 2020; Sendak

et al., 2020; Jacobs et al., 2021) took into consideration the social,

organizational, and environmental factors in AI-CDSS design

and implementation. Such factors are essential in determining

AI-CDSS adoption, but they could get overlooked easily. As

such, future work should take a more holistic, sociotechnical

approach to determine how to implement AI-CDSS in a complex

health care organization. For example, as Sittig and Singh (2015)

recommended, implementation of complex healthcare systems

should consider at least the following dimensions: hardware

and software computing infrastructure, clinical content, human-

computer interface, people, workflow and communication, internal

organizational policies, procedures and culture, external rules,

regulations and pressures, and finally, system measurement

and monitoring. Conceptualizing AI-CDSS implementation as

a sociotechnical process could help the development team

foresee potential non-technical issues and tackle them as early

as possible.

Third, the studies were mostly conducted in the United States

and other high-income countries (e.g., Canada, United Kingdom,

Spain, and Austria), with only a few studies being conducted in

locations with low resources where such technology can provide

significant support to patient care (e.g., Thailand and China).

This finding reveals the gap in AI-CDSS implementation and

research in low- and middle-income countries (Sambasivan et al.,

2012). Despite some low-resource countries having increased

their investment in health information technologies (HITs), these

countries often face much greater challenges in implementing AI-

CDSS interventions compared to high-income countries (Tomasi

et al., 2004; Ji et al., 2021; Wang et al., 2021). For example, as one

reviewed study mentioned (Jin et al., 2020), the implementation

of EHR systems in China is still very limited, creating a barrier

to gathering comprehensive patient data for AI-CDSS to generate

accurate recommendations. The limited access to and integration

with HITs has slowed down the implementation and adoption of

AI-CDSS in low- and middle-income countries (Sambasivan et al.,

2012; Li et al., 2020). Future work can examine social and economic

factors that influence the success of AI-CDSS introduction in

low-resource countries and the best strategies and practices that

can be utilized to overcome barriers and challenges faced by

these locations.

Lastly, patients’ attitude about using AI-CDSS in their

diagnostic process is another important factor to consider

(Caballero-Ruiz et al., 2017; Zhang et al., 2021). Indeed, using AI-

CDSS could affect patient-provider interaction and communication

as highlighted by several reviewed articles (Caballero-Ruiz et al.,

2017; Tanguay-Sela et al., 2022). Given the increased focus

on enhancing patients’ participation in the shared decision-

making process with clinicians, it is critical to make sure

that AI-CDSS is designed as a multi-user system to better

engage patients in decision-making (Stiggelbout et al., 2012).

A few of our reviewed studies touched upon this topic

(Caballero-Ruiz et al., 2017; Jacobs et al., 2021), but more

work is needed to investigate how to accomplish this design

objective.
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4.4. Study limitations

Several study limitations need to be noted. First, defining

the search keywords and databases was difficult. To generate

a comprehensive and relevant list of keywords, we iteratively

discussed the search keywords among researchers and with

librarians. We also decided to use multiple databases to cover

research within both health care and computer science fields, even

though this approach resulted in a significant number of retrieved

papers for screening (n = 19,874). Second, biases may exist when

articles were reviewed and analyzed. To address this issue, we have

at least two researchers independently screened the articles and

extracted details from each paper. They met regularly to compare

and merge the results. Any disagreements were resolved through

discussion among all researchers. Lastly, we did not assess the

quality of the study results from the reviewed articles. A meta-

analysis was not feasible because of the heterogeneity of the study

designs and results.

5. Conclusion

The advent of artificial intelligence techniques has a

tremendous potential to transform the clinical decision-making

process at an unprecedented scale. Despite the importance of

engaging users in the design and evaluation of AI-CDSS, the

research focus on this aspect has been far outpaced by the

efforts devoted to improving the AI’s technical performance and

prediction accuracy. Aligned with on-going research trend on

human-centered AI, we highlighted the numerous sociotechnical

challenges in AI-CDSS adoption and implementation that couldn’t

be easily addressed without an in-depth investigation of clinical

workflow and user needs. To better integrate AI-CDSS into clinical

practice and preserve human autonomy and control, as well as

avoid unintended consequences of AI systems on individuals and

organizations, the design of AI-CDSS should be human-centric.

We drew the results of the reviewed articles and situated them

in prior work to discuss design implications to enhance the user

experience and acceptance of AI-CDSS interventions.
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